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What is QUIC?
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● A new transport protocol
● UDP based but implements reliability 

and congestion control
● Privacy-friendly and encryption built-in

One of the motivations of QUIC is to prevent 
ossification of the transport layer by hiding 
as much meta data as possible.



Why is QUIC faster?
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Why is QUIC faster?
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Why is QUIC faster? Combining handshakes.
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Common hypergiant deployments
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Hypergiant AS
(e.g., Facebook)

3rd party AS
(e.g., ATT)

Common hypergiant deployments
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On-net deployment

Off-net deployment



3rd party AS
(e.g., ATT)

Hypergiant AS
(e.g., Facebook)
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Only  observes DNS loadbalancing 
and VIPs in use.

We also want to learn about 
instances serving content.

Prior work focused on active measurements

Scan for QUIC services,
fetch TLS certificates etc.



The beauty of passive measurements
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Passive measurements are non-intrusive.
You wait for incoming data and analyze.

Reduces measurement footprint.
A competitor or customer will not know about it.



Just to remind us … an excerpt from NANOG
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Just to remind us … an excerpt from NANOG
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What do we want to achieve?

Identifying servers of specific hypergiants
Identifying off-net servers
Identifying L7 load balancers

Why is this interesting for RIPE?

Inter-domain replication between caches
Unexpected traffic of peers
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Our approach
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Analyze QUIC backscatter traffic.



Our approach
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Analyze QUIC backscatter traffic.

Why QUIC?
Reduces Web latencies. Broad adoption.
(2020, 75% of Facebook traffic is QUIC).

Exposes additional information 
(compared to UDP and TCP).



Our approach
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Analyze QUIC backscatter traffic.

Why QUIC?
Reduces Web latencies. Broad adoption.
(2020, 75% of Facebook traffic is QUIC).

Exposes additional information
(compared to UDP and TCP).

Why backscatter traffic?
Non-intrusive.

Relatively easy to capture.



What is backscatter?
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Backscatter is response traffic to IP packets 
with incorrect source IP address. 

The source IP address is often randomly 
generated.

Why does random IP spoofing occur?

DDoS attacks leveraging state exhaustion

How is backscatter collected?

Network telescopes, address space waiting for 
incoming traffic

Network 
telescope

(e.g., 1.0.0.0/8)

SRC: 1.2.3.4
DST: 20.30.40.50

SRC: 100.2.3.4
DST: 1.2.3.4



Measurement setup
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1. Attacker 
sends spoofed 
packet.

2. Server sends 
reply to spoofed 
address.

3. Reception of response traffic
at the network telescope.



Measurement setup
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reply to spoofed 
address.

3. Reception of response traffic
at the network telescope.

1. Attacker sends 
spoofed packet.



Measurement setup
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2. Server sends 
reply to spoofed 
address.

3. Reception of response traffic
at the network telescope.

1. Attacker sends 
spoofed packet.

We learn about both the server behavior 
and QUIC stack of the botnet (e.g., QUIC version).



Measurement setup

Passive measurements using the CAIDA /9 IPv4 network telescope
January 1-31, 2022

Active measurements for verification, where data is sparse, and additional 
information about the sender is required

QUIC scans
TLS scans
DNS scans
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Inter-arrival times of Initial/Handshakes packets not answered
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Inter-arrival times of Initial/Handshakes packets not answered
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Exponential backoff in use. Initial RTOs between 0.3 and 0.4s.
# Retransmissions between 3-9.

Details depend on the hypergiant.



Structure of QUIC Server Connection IDs (SCIDs)

23

XXXXXXX…XXXXXXXXX
(half Byte, Nybble) 0…f

max. length 20 Byte



Structure of QUIC Server Connection IDs (SCIDs)
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XXXXXXX…XXXXXXXXX max. length 20 Byte
(half Byte, Nybble) 0…f



Structure of QUIC Server Connection IDs (SCIDs)
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XXXXXXX…XXXXXXXXX max. length 20 Byte
(half Byte, Nybble) 0…f



Structure of QUIC Server Connection IDs (SCIDs)
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Bits of the SCID

SCID Version Version Host ID Worker ID Process ID Remaining (random)

1 0-1 2-17 18-25 26 27-63

2 0-1 8-31 32-39 40 2-7,41-63

Facebook’s SCID Structure according to their QUIC Implementation mvfst.



Structure of QUIC Server Connection IDs (SCIDs)
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Bits of the SCID

SCID Version Version Host ID Worker ID Process ID Remaining (random)

1 0-1 2-17 18-25 26 27-63

2 0-1 8-31 32-39 40 2-7,41-63

Facebook’s SCID Structure according to their QUIC Implementation mvfst.

Facebook and Cloudflare use structured Connection IDs.
Encoded information can be used to fingerprint HG deployments.



Detecting Facebook off-net servers
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Classificator TPR FPR TNR FNR Precision Recall
Inter-Arrival Time (IAT) 0.772 0.268 0.732 0.228 0.645 0.772
SCID, IAT 0.772 0.046 0.954 0.228 0.914 0.772
Packet Length 0.997 0.328 0.672 0.003 0.657 0.997
Coalescence 1.000 0.931 0.069 0.000 0.403 1.000
SCID 1.000 0.193 0.807 0.000 0.765 1.000
SCID, Coalescence 1.000 0.179 0.821 0.000 0.779 1.000
SCID off-net 1.000 0.027 0.973 0.000 0.959 1.000

Verified by SAN
 

in TLS certificates



Facebook frontend cluster deployment
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Facebook frontend cluster deployment

Method: Currently, 

using active QUIC 

measurements by 

probing 20,000 

consecutive source 

ports to reach 

different L7LBs.
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Exploring frontend clusters

We collect the Server Connection IDs:
• 37k different Host IDs contained
• 19% are contained in the passive 

measurement data

The relation between VIPs and host IDs:

If one Host IDs is served from multiple VIPs 
they are assigned to the same cluster.
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Exploring frontend clusters

We collect the Server Connection IDs:
• 37k different Host IDs contained
• 19% are contained in the passive 

measurement data

The relation between VIPs and host IDs:

If one Host IDs is served from multiple VIPs 
they are assigned to the same cluster.
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We detect 112 clusters using 22 VIPs and 
3 clusters using 21, 20, and 44 VIPs.



Exploring frontend clusters

Each cluster forms a complete graph

One cluster is located in two /24 IP prefixes

All remaining clusters located in one /24 IP prefix
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Facebook cluster sizes per country
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Median cluster size in Asia 453 L7LBs compared to 339.5 (EU), 334 (NA), 292 (SA)
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Median cluster size in Asia 453 L7LBs compared to 339.5 (EU), 334 (NA), 292 (SA)

Cluster size in Asia is significantly higher than in any other region.
Possible reasons: Limited number of available peering points, 

regulations, and high user density per region.

Facebook cluster sizes per country



Will our principle approach be valid in the future?

Yes.

Backscatter data relies on malicious traffic

There will be no Internet w/o attackers.
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Conclusion

Passive, non-intrusive measurement data 

can tell us a lot about hypergiant deployments.

Use QUIC features to create fingerprints.

Structured Connection IDs simplify routing.

e.g., ID draft-ietf-quic-load-balancers.
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More details
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https://arxiv.org/pdf/2209.00965 

https://arxiv.org/pdf/2209.00965


Backup
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SCID structure of Facebook off-net servers
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CDN
Feature Cloudflare Facebook Google
Coalescence ✔ ✘ ✔

Server-chosen IDs ✔ ✔ ✘

SCID length [B] 20 8 8
Structured SCIDs ✔ ✔ ✘

L7 Load balancers n/a ✔ n/a
Initial RTOs 1s 0.4s 0.3s
# re-transmissions 3-6 7-9 3-6



Facebook Amplification Factors per Service
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SCID structure of Facebook off-net servers
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Heatmap of SCIDs of Facebook Off-net Deployments in 
2022 Backscatter Traffic.

Host ID Usage of Facebook Off-net Deployments in 
2022 Backscatter Traffic and Enumeration 

Measurement. Facebook off-net servers use host IDs < 83.



SCID structure of Facebook off-net servers
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Heatmap of SCIDs of Facebook Off-net Deployments in 
2022 Backscatter Traffic.

Host ID Usage of Facebook Off-net Deployments in 
2022 Backscatter Traffic and Enumeration 

Measurement. Facebook off-net servers use host IDs < 83.

We can use the first 9 bits of off-net host IDs for off-net detection!



Merging multiple QUIC packets into a single UDP datagram
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  Packets from source network [%]
QUIC packet type Cloudflare Facebook Google Remaining
   Initial 56.029 47.695 23.239 46.960
   Handshake 40.682 52.305 23.742 43.767
   0-RTT 0.000 0.000 0.289 0.187
   Retry 0.000 0.000 0.000 0.003
Coalescing packets
   Initial, Handshake 3.289 0.000 52.730 9.081
   Handshake, Initial 0.000 0.000 0.000 0.001



Merging multiple QUIC packets into a single UDP datagram
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  Packets from source network [%]
QUIC packet type Cloudflare Facebook Google Remaining
   Initial 56.029 47.695 23.239 46.960
   Handshake 40.682 52.305 23.742 43.767
   0-RTT 0.000 0.000 0.289 0.187
   Retry 0.000 0.000 0.000 0.003
Coalescing packets
   Initial, Handshake 3.289 0.000 52.730 9.081
   Handshake, Initial 0.000 0.000 0.000 0.001

Cloudflare and Google enable packet coalescing. 
Facebook does not. 



What is in the data set?

January 1-31, 2022:

1655 Google IP addresses  (1.3%)

246 Facebook IP addresses (8.3%)

78 Cloudflare IP addresses (0.01%)
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Which load balancing method is used?

Packets received that are inconsistent with an existing connection must be dropped

CID-aware Load Balancing:
1. Connect to IP1 with a server connection ID S1.
2. Connect to IP1 with server connection ID S1 but from a different 5-tuple at 1s 

intervals.
If 2. fails we learn that the connection ID S1 is used to forward the request. This is the 
expected behavior of QUIC servers.

5-tuple Load Balancing:
1. Connect to IP1 and record server connection ID S2
2. Connect to IP1 from a different 5-tuple with the same server connection ID S2.

If 2. fails we analyze additional information available in S2. 
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Facebook and Google use different load balancing methods

Google uses CID-aware load balancing.

Facebook allows reconnection with 
client-chosen server connection ID 
because it uses server-chosen 
connection IDs.

Facebook uses 5-tuple routing.

Subsequent connections fail if the 
same host and worker ID are 
reached.
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Facebook frontend clusters: Load balancer fairness

Nearly equal Distribution of Traffic to 
Host IDs per Cluster.
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